
 

100 machine learning interview questions  

Basic Machine Learning Concepts 

1.​ What is Machine Learning?​
 Machine learning is a subset of artificial intelligence that enables computers to learn 
patterns from data and make predictions without being explicitly programmed.​
 

2.​ What are the different types of Machine Learning?​
 

○​ Supervised Learning: Labeled data, e.g., classification, regression 
○​ Unsupervised Learning: No labels, e.g., clustering, anomaly detection 
○​ Reinforcement Learning: Reward-based learning, e.g., game-playing AI 

3.​ What is the difference between AI, ML, and Deep Learning?​
 

○​ AI is a broad concept of making machines intelligent. 
○​ ML is a subset of AI that learns from data. 
○​ Deep Learning is a subset of ML that uses neural networks with multiple 

layers. 
4.​ What is Overfitting and Underfitting?​

 
○​ Overfitting happens when the model learns noise instead of patterns, leading 

to high accuracy on training data but poor performance on new data. 
○​ Underfitting happens when the model is too simple and fails to capture 

patterns. 
5.​ How to prevent Overfitting?​

 
○​ Cross-validation 
○​ Regularization (L1, L2) 
○​ Dropout in neural networks 
○​ Reducing model complexity 
○​ Increasing training data 

 

Supervised Learning 

6.​ What is the difference between Classification and Regression?​
 

○​ Classification: Predicts categorical labels (e.g., spam or not spam) 
○​ Regression: Predicts continuous values (e.g., house price prediction) 

7.​ What are some common Classification algorithms?​
 

○​ Logistic Regression 
○​ Decision Trees 
○​ Random Forest 
○​ SVM 



 

○​ KNN 
○​ Neural Networks 

8.​ What are some common Regression algorithms?​
 

○​ Linear Regression 
○​ Polynomial Regression 
○​ Ridge Regression 
○​ Lasso Regression 
○​ Decision Trees 

9.​ What is Logistic Regression?​
 A supervised learning algorithm used for binary classification problems that predicts 
probabilities using the sigmoid function.​
 

10.​What is the difference between L1 and L2 Regularization?​
 

●​ L1 Regularization (Lasso Regression): Shrinks some feature weights to zero 
(feature selection). 

●​ L2 Regularization (Ridge Regression): Distributes weights more evenly to reduce 
overfitting. 

 

Unsupervised Learning 

11.​What is Clustering?​
 A technique used to group similar data points together without labeled data. 
Example: K-Means clustering.​
 

12.​What are some common clustering algorithms?​
 

●​ K-Means 
●​ DBSCAN 
●​ Hierarchical Clustering 
13.​What is the difference between K-Means and Hierarchical Clustering? 
●​ K-Means: Divides data into K clusters using centroids. 
●​ Hierarchical Clustering: Builds a tree structure of clusters. 
14.​What is PCA (Principal Component Analysis)?​

 A dimensionality reduction technique that transforms correlated variables into a 
smaller set of uncorrelated variables.​
 

15.​What is the curse of dimensionality?​
 When the number of features is too large, it leads to sparsity and makes 
distance-based models ineffective.​
 

 

Model Evaluation & Metrics 



 

16.​What is the difference between Precision and Recall? 
●​ Precision = TP / (TP + FP) (focuses on correctness of positive predictions) 
●​ Recall = TP / (TP + FN) (focuses on capturing all positive cases) 
17.​What is F1-Score?​

 The harmonic mean of Precision and Recall, useful for imbalanced datasets.​
 

18.​What is ROC-AUC Curve?​
 A graph that evaluates the performance of a classification model by plotting True 
Positive Rate vs. False Positive Rate.​
 

19.​What is Cross-Validation?​
 A technique to improve model performance by splitting data into training and 
validation sets multiple times.​
 

20.​What is Bias-Variance Tradeoff?​
 

●​ High Bias (Underfitting): Model is too simple. 
●​ High Variance (Overfitting): Model is too complex. 
●​ Solution: Find a balance between bias and variance. 

 

Advanced Machine Learning 

21.​What is a Decision Tree?​
 A tree-based algorithm used for classification and regression that splits data based 
on feature conditions.​
 

22.​What is a Random Forest?​
 An ensemble learning method that builds multiple decision trees and averages their 
predictions.​
 

23.​What is Gradient Boosting?​
 A boosting technique that builds weak learners sequentially to correct previous 
errors.​
 

24.​What is XGBoost?​
 An optimized gradient boosting algorithm designed for speed and accuracy.​
 

25.​What is the difference between Bagging and Boosting?​
 

●​ Bagging: Runs models in parallel and averages results (e.g., Random Forest). 
●​ Boosting: Runs models sequentially, improving each iteration (e.g., XGBoost). 

 

Neural Networks & Deep Learning 



 

26.​What is a Neural Network?​
 A computational model inspired by the human brain, consisting of layers of neurons.​
 

27.​What is Backpropagation?​
 An algorithm used to train neural networks by adjusting weights based on error.​
 

28.​What is a CNN (Convolutional Neural Network)?​
 A deep learning model specialized in image processing.​
 

29.​What is an RNN (Recurrent Neural Network)?​
 A neural network designed for sequential data like time series and NLP.​
 

30.​What is a Transformer Model?​
 A deep learning model used in NLP (e.g., BERT, GPT) that processes sequences 
efficiently.​
 

 

Feature Engineering & Data Preprocessing 

31.​What is Feature Selection?​
 Selecting the most relevant features to improve model performance.​
 

32.​What is Feature Scaling?​
 Normalizing data using techniques like Min-Max Scaling or Standardization.​
 

33.​What is One-Hot Encoding?​
 A method to convert categorical variables into binary vectors.​
 

34.​What is Imbalanced Data?​
 When one class is significantly more frequent than another, causing biased models.​
 

35.​How to handle Missing Data?​
 

●​ Remove missing values 
●​ Impute using mean/median/mode 
●​ Use algorithms that handle missing data (e.g., XGBoost) 

 

Real-World ML Applications 

36.​What is Reinforcement Learning?​
 Learning based on rewards and penalties.​
 



 

37.​What is Hyperparameter Tuning?​
 Optimizing parameters that control the learning process.​
 

38.​What is A/B Testing?​
 A statistical method to compare two versions of a model or system.​
 

39.​What is Model Drift?​
 When a model's accuracy degrades over time due to changing data.​
 

40.​What are the ethical concerns in Machine Learning?​
 

●​ Bias in data 
●​ Privacy issues 
●​ Model fairness 

 

Here are Machine Learning Interview Questions from 41 to 100, covering various 
advanced topics. 

 

Model Optimization & Hyperparameter Tuning (41-50) 
41.​What is Hyperparameter Tuning? 
●​ The process of selecting the best hyperparameters to optimize model performance. 
42.​What are common hyperparameter tuning techniques? 
●​ Grid Search 
●​ Random Search 
●​ Bayesian Optimization 
●​ Genetic Algorithms 
43.​What is Grid Search? 
●​ A brute-force technique that tests all possible hyperparameter combinations. 
44.​What is Random Search? 
●​ Randomly selects hyperparameter combinations, often more efficient than Grid 

Search. 
45.​What is Bayesian Optimization? 
●​ A probabilistic model-based technique that intelligently searches for optimal 

hyperparameters. 
46.​What is Early Stopping? 
●​ A regularization technique that stops training when validation loss stops improving. 
47.​What is Dropout in Neural Networks? 
●​ A technique to prevent overfitting by randomly dropping neurons during training. 
48.​What is the difference between Batch, Mini-Batch, and Stochastic Gradient 

Descent? 
●​ Batch Gradient Descent: Uses the entire dataset to update weights. 
●​ Stochastic Gradient Descent (SGD): Updates weights per sample. 



 

●​ Mini-Batch Gradient Descent: Uses small batches for updates (balance between 
Batch and SGD). 

49.​What is the Learning Rate in ML models? 
●​ A hyperparameter that controls the step size during weight updates in gradient 

descent. 
50.​What is the Vanishing Gradient Problem? 
●​ A deep learning issue where gradients shrink too much in deep networks, slowing 

learning. 

 

Deep Learning & Neural Networks (51-60) 
51.​What is a Neural Network? 
●​ A network of artificial neurons inspired by the human brain. 
52.​What is the difference between Feedforward and Recurrent Neural Networks? 
●​ Feedforward Networks: Data flows in one direction, e.g., CNNs. 
●​ Recurrent Networks (RNNs): Data loops through the network, useful for sequential 

tasks. 
53.​What is Activation Function? 
●​ A function that introduces non-linearity in a neural network. 
54.​What are common activation functions? 
●​ Sigmoid 
●​ ReLU (Rectified Linear Unit) 
●​ Tanh 
●​ Leaky ReLU 
55.​What is a Convolutional Neural Network (CNN)? 
●​ A deep learning model designed for image processing. 
56.​What is Pooling in CNN? 
●​ A downsampling operation to reduce feature map size, e.g., Max Pooling. 
57.​What is an RNN (Recurrent Neural Network)? 
●​ A network designed for sequence-based data like time series and NLP. 
58.​What is Long Short-Term Memory (LSTM)? 
●​ A type of RNN that overcomes the vanishing gradient problem. 
59.​What is an Autoencoder? 
●​ A neural network used for unsupervised learning and data compression. 
60.​What is Transfer Learning? 
●​ Reusing a pre-trained model on a new but similar problem. 

 

Natural Language Processing (NLP) (61-70) 
61.​What is NLP? 
●​ A field of AI that enables machines to understand human language. 
62.​What is Tokenization in NLP? 
●​ Splitting text into words or subwords. 



 

63.​What is Word Embedding? 
●​ A technique to represent words as dense vectors in a high-dimensional space. 
64.​What is the difference between TF-IDF and Word2Vec? 
●​ TF-IDF: Uses word frequency for text representation. 
●​ Word2Vec: Uses neural networks to learn word relationships. 
65.​What are Stop Words in NLP? 
●​ Common words (e.g., "the", "is") that are often removed to improve efficiency. 
66.​What is Named Entity Recognition (NER)? 
●​ Identifying entities like names, locations, and dates in text. 
67.​What is the Transformer Model? 
●​ A deep learning model used in NLP, e.g., BERT, GPT. 
68.​What is Attention Mechanism in NLP? 
●​ A technique that helps models focus on relevant parts of input sequences. 
69.​What is BERT? 
●​ A pre-trained transformer model designed for contextual word understanding. 
70.​What is GPT? 
●​ A transformer-based model designed for text generation. 

 

Time Series & Anomaly Detection (71-80) 
71.​What is Time Series Forecasting? 
●​ Predicting future values based on historical data. 
72.​What are common Time Series models? 
●​ ARIMA 
●​ LSTM 
●​ Prophet 
73.​What is Stationarity in Time Series? 
●​ A property where statistical patterns (mean, variance) remain constant over time. 
74.​What is Autocorrelation? 
●​ A measure of how past values in a time series are related to future values. 
75.​What is Seasonal Decomposition of Time Series (STL)? 
●​ Breaking down time series into trend, seasonality, and residuals. 
76.​What is Anomaly Detection? 
●​ Identifying data points that deviate significantly from the norm. 
77.​What are common Anomaly Detection algorithms? 
●​ Isolation Forest 
●​ DBSCAN 
●​ One-Class SVM 
78.​What is an Outlier in ML? 
●​ A data point that significantly differs from other observations. 
79.​How to handle Outliers? 
●​ Remove them 
●​ Use robust models 
●​ Transform the data 
80.​What is Drift Detection? 



 

●​ Identifying when a model’s performance degrades due to data changes. 

 

Reinforcement Learning (81-90) 
81.​What is Reinforcement Learning (RL)? 
●​ A learning approach where an agent learns by interacting with an environment. 
82.​What are the key components of RL? 
●​ Agent 
●​ Environment 
●​ Reward 
●​ Policy 
83.​What is Q-Learning? 
●​ A value-based RL algorithm that uses a Q-table to learn optimal actions. 
84.​What is the Bellman Equation? 
●​ A recursive formula used in dynamic programming and RL. 
85.​What is the difference between Value-Based and Policy-Based RL? 
●​ Value-based: Learns the best action for each state (e.g., Q-Learning). 
●​ Policy-based: Learns the best policy directly. 
86.​What is Deep Q-Network (DQN)? 
●​ A neural network-based Q-learning algorithm. 
87.​What is Policy Gradient? 
●​ A reinforcement learning technique that directly optimizes policy. 
88.​What is Actor-Critic Method in RL? 
●​ A combination of value-based and policy-based methods. 
89.​What is Exploration vs. Exploitation in RL? 
●​ Exploration: Trying new actions to discover better strategies. 
●​ Exploitation: Using known actions to maximize rewards. 
90.​What is Reward Shaping? 
●​ Modifying reward signals to improve learning efficiency. 

 

Machine Learning in Production (91-100) 
91.​What is Model Deployment? 
●​ The process of integrating an ML model into a production environment. 
92.​What is MLOps? 
●​ A set of practices to automate ML workflows, similar to DevOps. 
93.​What is Model Monitoring? 
●​ Tracking model performance in production. 
94.​What is A/B Testing in ML? 
●​ Comparing two models in a live environment. 
95.​What is Data Drift? 
●​ A change in the statistical properties of input data. 
96.​What is Model Retraining? 



 

●​ Updating a model with new data to maintain performance. 
97.​What is Feature Store? 
●​ A centralized repository for storing, sharing, and managing ML features. 
98.​What is API in ML Deployment? 
●​ A way to expose ML models via endpoints for real-time predictions. 
99.​What is Edge AI? 
●​ Running ML models on edge devices instead of cloud servers. 
100.​ What is Explainability in ML? 
●​ Techniques like SHAP and LIME to interpret model decisions. 
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